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Abstract The maturation of cortical circuits is strongly
influenced by sensory experience during a restricted critical
period. The developmental alteration in the subunit com-
position of NMDA receptors (NMDARs) has been sug-
gested to be involved in regulating the timing of such
plasticity. However, this hypothesis does not explain the
evidence that enhancing GABA inhibition triggers a critical
period in the visual cortex. Here, to investigate how the
NMDAR and GABA functions influence synaptic organi-
zation, we examine an spike-timing-dependent plasticity
(STDP) model that incorporates the dynamic modulation of
LTP, associated with the activity- and subunit-dependent
desensitization of NMDARs, as well as the background
inhibition by GABA. We show that the competitive
interaction between correlated input groups, required for
experience-dependent synaptic modifications, may emerge
when both the NMDAR subunit expression and GABA
inhibition reach a sufficiently mature state. This may
suggest that the cooperative action of these two develop-
mental mechanisms can contribute to embedding the
spatiotemporal structure of input spikes in synaptic patterns
and providing the trigger for experience-dependent cortical
plasticity.
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1 Introduction

Sensory experience during postnatal critical period signif-
icantly affects synaptic transmission in developing cortical
neurons (Wiesel 1982). Despite the importance of such
plasticity for the maturation of functional circuits, its
synaptic basis is unclear. A prevailing view is that the
alteration in the subunit composition of NMDA receptors
(NMDARs) is involved in the regulation of plasticity (Crair
and Malenka 1995; Roberts and Ramoa 1999; Erisir and
Harris 2003; Dumas 2005). Functional NMDARs are
formed by the co-expression of obligatory NR1 subunits
and variable NR2 (NR2A–D) subunits (Stephenson 2001).
In the forebrain, the NR2B-containing NMDARs are
predominant at birth, whereas the number of NR2A-
containing NMDARs increases as development proceeds
(Monyer et al. 1994; Flint et al. 1997; Quinlan et al. 1999a,
b; Mierau et al. 2004). The time period during which the
subunit expression changes nearly coincides with the
critical period for experience-dependent plasticity (Roberts
and Ramoa 1999; Erisir and Harris 2003; Daw et al. 2007)
as well as for the induction of LTP and LTD (Crair and
Malenka 1995; Feldman et al. 1998). These findings have
lead to the hypothesis that the switch in the NMDAR
subunit expression may control the timing of cortical
plasticity.

However, the hypothesis based on NMDAR-dependent
mechanisms cannot explain a line of evidence that the
maturation of GABA inhibition controls the timing of the
critical period for visual cortical plasticity (Hensch et al.
1998; Hanover et al. 1999; Huang et al. 1999; Fagiolini and
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Hensch 2000; Hensch 2005). When the maturation of
inhibitory transmission is prevented by the targeted deletion
of an isoform of a GABA synthetic enzyme, glutamic acid
decarboxylase (GAD65), the onset of ocular dominance
plasticity is delayed until intracortical inhibition is pharma-
cologically restored (Hensch et al. 1998). Likewise, the
critical period can be triggered prematurely by enhancing
inhibition via the drug treatment (Fagiolini and Hensch
2000) or the overexpression of brain-derived neurotrophic
factor (BDNF) (Hanover et al. 1999). The findings that the
enhancement of GABA inhibition either does not affect
(Hensch et al. 1998; Froemke and Dan 2002) or suppresses
(Kirkwood and Bear 1994) long-term synaptic modifica-
tions in visual cortical slices suggest that it may be difficult
to simply associate the mechanisms of in vivo plasticity
with the LTP and LTD induction observed in vitro.

A key aspect of activity-dependent development is the
involvement of competition among afferent inputs such that
the strengthening of inputs from one eye to a visual cortical
cell weakens the inputs from the other eye (Rauschecker
and Singer 1979; Wiesel 1982; Shatz 1990; Gordon and
Stryker 1996). Spike-timing-dependent plasticity (STDP),
wherein changes in millisecond-scale timing of pre- and
postsynaptic spikes determines the magnitude and sign of
synaptic modification (e.g., Markram et al. 1997; Bi and
Poo 1998; Feldman 2000; Froemke and Dan 2002; for a
recent review, see Caporale and Dan (2008) and Morrison
et al. (2008)), provides a biophysical mechanism that
introduces competition when the magnitude of LTP and
LTD in the learning curve is approximately balanced
(Gerstner et al. 1996; Kempter et al. 1999; Song et al.
2000). Such competitive function is particularly important
in early development, since it is considered to be
responsible for the input selectivity that underlies the
synaptic organization such as cortical maps and columnar
architecture (Kepecs et al. 2002; Song and Abbott 2001).

Therefore, in order to address the issue of how two
candidate mechanisms for developmental plasticity—
NMDAR subunit expression and GABA inhibition—can
influence early synaptic organization, we theoretically
examine the effects of these two developmental mecha-
nisms on the synaptic competition induced by STDP. We
construct a conductance-based pyramidal neuron model that
receives two groups of excitatory inputs, which are
correlated within each group, and uncorrelated GABAergic
inhibitory inputs. The excitatory synapses are modified by
STDP incorporated with metaplastic regulation by the
activity-dependent feedback (ADFB) mechanism (Kubota
et al. 2009), wherein the subunit- and activity-dependent
desensitization of NMDARs dynamically modulates LTP.
We show that the competition between the groups of
correlated inputs does not occur either when the ADFB
function is weak due to the immature state of NMDAR

subunit expression or when the level of GABA inhibition is
low. However, when both the NMDAR expression and
GABA inhibition reach a sufficiently mature state, the
emergence of competitive interaction between the input
groups permits the information regarding the sensory
experience to be embedded in the synaptic efficacies, since
which group wins the competition depends on the past
input activities. This may suggest that the cooperation of
NMDAR subunit and GABA functions may be responsible
for introducing the competition between afferent inputs and
thus for providing the trigger for critical period plasticity.

2 Methods

2.1 Conductance-based neuron model

We used a conductance-based pyramidal neuron consisting
of two compartments representing a soma and a dendrite.
Both compartments contain voltage-gated sodium and
potassium currents (INa and IK). Additionally, the dendrite
contains high-threshold voltage-gated Ca2+ currents (Ica,V)
and Ca2+-dependent K+ currents (IAHP) to reproduce spike
frequency adaptation found in pyramidal cells (Ahmed et
al. 1998). The somatic and dendritic membrane potentials
Vs and Vd (in mV) obey the following equations (modified
from Wang (1998)):

Cm
dVs

dt
¼ �Ileak � INa � IK þ gc

p
Vd � Vsð Þ þ Iinj; ð1Þ

Cm
dVd

dt
¼ �Ileak � INa � IK � ICa;V � IAHP þ gc

1� p

� Vs � Vdð Þ � Isyn; ð2Þ
where Cm=1 µF/cm2 is the specific membrane capacitance,
Ileak ¼ gleak V � Eleakð Þ is the leak current, gc=2 mS/cm2 is
the coupling conductance between the soma and dendrite,
p=0.5 is the ratio of soma to total area (Wang 1998), Iinj is
the injected current to the soma, and Isyn is the synaptic
current to the dendrite. All the currents in our model have
been expressed as densities with units of µA/cm2.

Voltage-gated currents are described by Hodgkin-Huxley-
type equations. The sodium current is expressed as INa ¼
gNam3

1ðV Þh V � ENað Þ, where m1ðV Þ ¼ amðV Þ= amðV Þþð
bmðV ÞÞ, amðV Þ¼�0:1 V þ 23ð Þ= exp �0:1 Vþ23ð Þ½ � � 1f g,
bmðV Þ ¼ 4 exp � V þ 48ð Þ=12½ �, dh=dt¼ fh ahðV Þ 1� hð Þ�½
bhðV Þh�, ahðV Þ ¼ 0:07 exp � V þ 40ð Þ=10½ �, and bhðV Þ ¼
1= exp �0:1ðV þ 10Þ½ � þ 1f g. The potassium current is
expressed as IK ¼ gKn4 V � EKð Þ, where dn=dt ¼ fn anðV Þ½
1� nð Þ � bnðV Þn�, anðV Þ¼�0:01 Vþ24ð Þ= exp �0:1 Vþð½f
24Þ� � 1g, and bnðV Þ ¼ 0:125 exp � V þ 34ð Þ=25½ �. The
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voltage-gated calcium current is ICa;V ¼ gCa;Vm2
Ca;1ðV Þ V�ð

ECaÞ, where mCa;1ðV Þ ¼ 1= 1þ exp �ðV þ 20Þ=9½ �f g. The
calcium-dependent potassium current is IAHP ¼ gAHP
Ca½ �d

�
Ca½ �d þ KD

� �� �
V � EKð Þ, where KD=30 µM. The

calcium concentration [Ca]d in the dendrite obeys the
following equation: d Ca½ �d

�
dt ¼ � Ca½ �d

�
td � adICa;V ,

where the time constant td=80 ms and ad=0.002 µM cm2

(ms µA)-1 (Wang 1998). The conductances associated with
these currents are as follows: gleak=0.04; gNa=45 (soma), 2
(dendrite); gK=24 (soma), 0.01 (dendrite); gCa,v=1; and
gAHP=5 (in mS/cm2). The reversal potentials are Eleak=–75,
ENa=55, EK=–80, and ECa=120 (in mV), and the temper-
ature factors are φh=φn=4. The parameter values for the
voltage-dependent currents and IAHP were selected such that
the initial and adapted f-I curves (obtained by changing the
input current Iinj) approximately agree with those of
neocortical pyramidal cells (Ahmed et al. 1998). The value
of Iinj is set to 0 in all figures.

2.2 Synaptic inputs

The dendritic compartment receives inputs, generated by
Poisson processes, from 4000 excitatory and 800 inhibitory
synapses (Kubota and Kitajima 2008). The excitatory inputs
are comprised of NMDAR-and AMPA receptor (AMPAR)-
mediated currents, while inhibitory inputs are mediated by
GABA currents. The equation for each synaptic current
takes the following form: Is ¼ GsðtÞ V � Esð Þ (s=AMPA,
NMDA, or GABA). AMPA conductance follows an alpha
function

GAMPAðtÞ ¼ wgAMPA e=tAMPAð Þ t exp �t=tAMPAð Þ; ð3Þ

where w is the synaptic weight, the peak conductance gAMPA=
2.5 µS/cm2, and tAMPA=1.5 ms (Zador et al. 1990). The
weight w is dynamically changed by STDP (see below).
NMDAR conductance follows the equation that depends on
the membrane voltage at the present time (Jahr and Stevens
1990):

GNMDAðtÞ ¼ gNMDA

exp �t
.
tNMDA
decay

� � � exp �t
�
tNMDA
rise

� �
1þ 0:33 exp �0:06V ðtÞð Þ ; ð4Þ

where gNMDA=1 µS/cm2 is the peak conductance, tNMDA
decay ¼

140ms and tNMDA
rise ¼ 0:67ms are the decay and rise time

constants, respectively (Mierau et al. 2004; Koch 1999). The
GABA conductance follows the equation

GGABAðtÞ ¼ gGABA e=tGABAð Þ t exp �t=tGABAð Þ; ð5Þ
where gGABA is the peak conductance and tGABA=10 ms
(Bernander et al. 1991). The reversal potentials for these
currents are EAMPA ¼ ENMDA ¼ 0mV and EGABA=–70 mV.
The synaptic conductances evoked by the past presynaptic

inputs are linearly summed for calculating the synaptic
conductance at the present time.

The excitatory synapses are activated by two groups of
correlated spike trains, while inhibitory synapses are
activated by uncorrelated spike trains. The uncorrelated
inputs were generated using independent Poisson spike
trains of 3 Hz. The input correlation was introduced by the
method similar to Song and Abbott (2001) as follows. The
excitatory synapses were assumed to consist of two equally
sized groups (2000 synapses each). We divided time into
intervals obtained from an exponential distribution with a
mean interval of tc. For every interval, we generated a
random number y from a Gaussian distribution with mean 0
and standard deviation 1. The firing rate of the Poisson
spikes of input neurons was set to r(1+0.3y) (in Hz) and
was fixed at this value until the start of the next interval.
We selected independent interval start times and indepen-
dent y values for the two groups so that they were
uncorrelated with each other. We set the mean presynaptic
rate r=3 Hz, unless otherwise stated. Given the low success
rate of synaptic transmission in developing neurons (∼10%;
Hessler et al. 1993), the input rate of 3 Hz corresponds to a
presynaptic firing rate of ∼30 Hz, which is within the
physiological range of the sensory-evoked responses of
neocortical cells (Ahmed et al. 1998). The correlation time
tc=10 ms was selected such that the correlated inputs in the
same group that fire at similar times can contribute to
rapidly evoking a postsynaptic spike (Song and Abbott
2001).

2.3 Synaptic modification by STDP

The synaptic weight change ∆w is determined as a function
of the interspike interval (ISI) Δt ¼ tpost � tpre between the
pre- and postsynaptic events (e.g., Song et al. 2000):

Δw ¼ Aþ exp �Δt=tþð Þ; for Δt > 0;
�A� exp Δt=t�ð Þ; for Δt < 0;

�
ð6Þ

Here, A+ ( > 0 ; see below) and A- ( = 0.004) denote the
magnitude of LTP and LTD, respectively, and tþ ¼ t� ¼
20ms decides the width of the temporal window in STDP
(Kubota et al. 2009). Recent experimental findings have
revealed that in some cortical synapses, LTP and LTD in
STDP may involve distinct signaling pathways that
function as coincidence detectors of pre- and postsynaptic
activity: the activation of postsynaptic NMDARs for LTP
and that of other signaling receptors, such as metabotropic
glutamate receptors (mGluRs), for LTD (Bender et al. 2006;
Egger et al. 1999; Nevian and Sakmann 2006; Caporale and
Dan 2008). Therefore, when the firing activity augments
the postsynaptic Ca2+ level via the repetitive opening of
voltage-gated Ca2+ channels (Helmchen et al. 1996;
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Svoboda et al. 1997), the induction of LTP (but not LTD)
can be suppressed through the Ca2+-dependent desensitiza-
tion of postsynaptic NMDARs (Legendre et al. 1993;
Medina et al. 1999; Rosenmund et al. 1995). Furthermore,
experimental evidence indicates that NR2A- but not
NR2B-containing NMDARs exhibit Ca2+-dependent de-
sensitization (Krupp et al. 1996), suggesting that the
activity-dependent desensitization of NMDARs will be
strengthened by the developmental increase in the NR2A
subunits. To incorporate these observations, we used our
previously proposed STDP model including ADFB mech-
anism (Kubota et al. 2009), wherein the magnitude of LTP
A+ is suppressed by the feedback of postsynaptic firing rate
fpost with the gain dependent on the state of NMDAR
subunit expression:

Aþ ¼ A0
þ � kmaxrfpost: ð7Þ

Here, A0
þ ¼ 0:008 is the amplitude of LTP for single

spike pairs (i.e., fpost=0) and kmax=0.068 ms represents the
maximum gain provided by the mature state of NMDARs
(Kubota et al. 2009). The non-dimensional parameter ρ
(0 � r � 1) is used to represent the developmental stage
associated with the NMDAR subunit expression: ρ=0
corresponds to the very early stage, wherein the NMDARs
are composed of NR1 and NR2B subunits, whereas ρ=1
denotes the late stage, wherein the NMDARs comprise
many NR2A subunits. Thus, at earlier stages (smaller ρ),
the postsynaptic activity hardly affects the value of A+,
whereas, as development proceeds (larger ρ), the increased
postsynaptic activity will significantly decrease this value.
The postsynaptic firing rate fpost was estimated by the
following equation:

fpostðtÞ ¼
Z 1

0
l exp �ltð ÞSpost t � tð Þdt; ð8Þ

where SpostðtÞ ¼
P
f
d t � tfpost
� �

denotes the output spike

train (Tanabe and Pakdaman 2001). In Eq. (8), the temporal
range over which the postsynaptic activity is averaged
depends on the inverse of l; therefore, the value of l-1

determines the time scale of the rate of changes in A+ via the
activity-dependent desensitization of NMDARs (Eq. (7)).
Experimental data suggests that the recovery from Ca2+-
dependent desensitization of NMDARs is very slow, with a
time constant of as long as ∼10 s, while its onset is as slow
as or a little faster than the recovery (Legendre et al. 1993;
Medina et al. 1999). Therefore, we set the value of l to be
0.1 /s (l-1=10 s) so that the accumulation of the effects of
successive action potentials gradually strengthens the level of
desensitization.

The weight updating rule is assumed to be additive, i.e.,
the magnitude of plasticity is independent of the synaptic

strength, and the effects of all the spike pairs are linearly
summed. When a pre- or postsynaptic event occurs, the
synaptic weights w are updated stepwise by STDP. Upper
and lower bounds were imposed such that w∈ [0, wmax]
(wmax=2) to stabilize the learning dynamics. The modifica-
tion in synaptic weights was reflected in the peak
conductance of AMPA synapses as shown in Eq. (3). For
all the figures, we set the initial weights to their upper limit,
which can produce high firing rate and thus facilitate the
learning processes. The timing of the postsynaptic spike of
the conductance-based neuron was defined as the instant
when the somatic potential exceeds 0 mV.

2.4 Numerical simulation

All models were implemented in the C programming
language and integrated using the fourth-order Runge-
Kutta method with a time-step size of 0.05 ms. The
duration of simulation was set to be sufficiently long so
that we can reliably ensure the convergence of synaptic
weights to a stable stationary distribution. Typical simula-
tion time was 1,000,000 s (∼12 days), which corresponds to
∼20 h in real time on the Intel Core 2 Duo personal
computer (2.4 GHz). Since the average weight among the
synapses, as well as the weight distribution, fluctuate even
at the equilibrium, we have taken their temporal average
over a sufficiently long period (≥ 20,000 s).

3 Results

3.1 Synaptic distribution regulated by NMDAR and GABA
function

The computational properties of STDP that can detect
coincidence of inputs and thereby introduce correlation-
based competition have been suggested to play a role in
developing functional cortical circuits (Gerstner et al. 1996;
Kempter et al. 1999; Song et al. 2000). To investigate the
dynamics of synaptic population emerging through such
competition, we simulated a conductance-based neuron that
receives random inputs from both excitatory synapses
following STDP and non-plastic inhibitory synapses. We
divided the excitatory inputs into two equally sized groups
and introduced independent correlations of equal magnitude
to both of them (Song and Abbott 2001). This is an
example reminiscent of ocular dominance plasticity, which
is driven by the interaction between correlated inputs from
both the eyes (Rauschecker and Singer 1979; Wiesel 1982;
Shatz 1990). The magnitude of LTP was dynamically
modified by the ADFB mechanism (Eq. (7)), which models
the subunit- and activity-dependent desensitization of
NMDARs (Krupp et al. 1996; Legendre et al. 1993;
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Medina et al. 1999) with the parameter ρ representing the
level of maturation of their subunit expression.

Figure 1 shows the equilibrium properties of the model
(i.e., the state at which the synaptic weight converges to a
stationary distribution) for various values of ρ and the peak
GABA conductance gGABA. As shown in the previous
studies (Kubota et al. 2009; Tegnér and Kepecs 2002), the
ADFB modulation generates an approximate balance
between LTP and LTD such that the temporal average of
the Aþ=A� ratio converges to a value slightly smaller than 1

for relatively larger ρ values (ρ>∼0.5) (Fig. 1a and b).
Although further increase in ρ will act to reduce the LTP/
LTD ratio (Eq. (7)), a small decrease in Aþ=A� significantly
decreases the average synaptic weight and postsynaptic
activity (Fig. 1c and d) (Song et al. 2000). Therefore, the
facilitation of ADFB by a further increase in ρ can be
nearly compensated for by the reduction in the firing
activity, decreasing the temporal average of Aþ=A� very
gradually (Fig. 1; Kubota et al. 2009). Additionally, in the
presence of the approximate balance in LTP and LTD,
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Fig. 1 Equilibrium properties
of STDP incorporating ADFB
mechanism in the presence of
two groups of correlated inputs.
(a–g) The changes in the
Aþ=A� ratio (temporally
averaged value) (a and b), the
average weight over all the
synapses (c) the firing rate (d),
the CVof ISIs (e), the difference
in average weights between the
two groups (f), and SCI (g) are
plotted for various values of ρ
and gGABA (gGABA=2.5 (green),
3.75 (blue), 5 (red), or
6.25 µS/cm2 (black)). (b) shows
the higher magnification of the
Aþ=A� ratio in (a). For the case
of ρ>∼0.8 and gGABA=2.5 µS/
cm2, the saturation of synaptic
weights to their lower limit (c)
acts to increase the firing rate
(d) and decrease the Aþ=A�
ratio (a). Even in cases where
the weights decrease to very low
level, the postsynaptic activity
occurs due to the
activation of NMDAR currents
(Eq. (4)) (c and d). The
occurrence of competition
between the different groups
requires both larger ρ and gGABA
(f and g). (h and i) Average
synaptic weights of the two
groups as a function of ρ, where
gGABA=3.75 (h) or 6.25 µS/cm2

(i). Both groups have the same
average weight for all ρ in (h),
while they segregate into strong
(solid) and weak (dashed) ones
for larger ρ in (i)
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larger gGABA tends to strengthen the synaptic weights
through a slight increase in Aþ=A� (Fig. 1b and c) while
keeping the postsynaptic firing rate almost constant
(Fig. 1d) (Kubota et al. 2009). This implies the existence
of a regulatory function that maintains the balance between
excitation and inhibition via a precise control of that
between LTP and LTD. Only in the case of sufficiently
large ρ and small gGABA (ρ>∼0.8 and gGABA<∼2.5 µS/cm2),
the synaptic weights are saturated at their lower boundary
(w=0) (Fig. 1c), producing the increase in the postsynaptic
activity and the resultant decrease in the Aþ=A� ratio,
compared to those for the cases of larger gGABA values
(Fig. 1a and d). The coefficient of variation (CV) of ISIs
was found to increase with both ρ and gGABA (Fig. 1e), as in
the previous study (Kubota et al. 2009).

Importantly, whether the distributions of learned synap-
tic efficacies reflect the input correlation structure strongly
depended on the strength of ADFB modulation as well as
of GABA inhibition. When GABA activity was relatively
weak (gGABA=3.75 µS/cm2; Fig. 1h), the two groups of
synapses converged to the same average weight indepen-
dent of ρ. However, when the GABA activity was increased
(gGABA=6.25 µS/cm2; Fig. 1i), the synaptic efficacies
segregated into the two input groups with the one winning
the competition suppressing the other at sufficiently large ρ
values (which group wins is random) (Song and Abbott
2001). This result was clarified by the steady-state weight
distribution (Fig. 2). The figure indicates that when either ρ
or gGABA is relatively small, the two groups of synapses
have identical distributions. The segregation of distributions
occurs only when both ρ and gGABA are increased
sufficiently.

To quantify the level of competition between the
different groups, we used two measures: the difference in
average weights normalized by the maximum weight and
the synaptic competition index (SCI), which are defined as
j < w1 > � < w2 > j=wmax and j < w1 > � < w2 > j= < w1 > þ < w2 >ð Þ,
respectively, where <wt> is the average weight over synapses
in group i at the equilibrium state. The use of SCI was
inspired by the physiological experiments of ocular domi-
nance plasticity (e.g., Rittenhouse et al. 2006), which
frequently employ an index analogous to SCI for testing the
relative contributions of the two eyes to visual cell responses.
An SCI of 0 means that the neuron is equally responsive to the
two groups of inputs, while an SCI of 1 means that the cell
response is dominated by either of the groups.

When either ρ or gGABA is small, both measures of
competition are 0 (Fig. 1f and g), indicating that both
groups have the same average strength at the equilibrium.
However, when both ρ and gGABA are sufficiently large
(ρ>∼0.65 and gGABA>∼5 µS/cm2), the two measures take
positive values, indicating that the two groups segregate
into the ones winning and losing the competition. The

results here suggest that the induction of the between-group
competition may require both the strengthening of ADFB,
provided by the mature state of NMDAR subunit expres-
sion (larger ρ), and the enhancement of GABA inhibition
(larger gGABA).

To explore the reason why the between-group competi-
tion requires the increase in both ρ and gGABA, we
investigated the firing statistics of the neuron. In Fig. 3,
we plotted the cross-correlation function of pre- and
postsynaptic action potentials (Gerstner and Kistler 2002)
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Fig. 2 Steady-state weight distribution obtained by STDP. The
distributions of synapses for the two groups are shown by black solid
and red dashed lines for various values of ρ and gGABA. For lower
GABA activity (gGABA=3.75 µS/cm2, left column), the weight
distributions of both the groups are identical for all values of ρ.
However, for higher GABA activity (gGABA=6.25 µS/cm2, right
column), the competition between the different groups occurs for
sufficiently large values of ρ (ρ=0.8 and 1) and the synaptic weights
segregate into the two groups
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at the equilibrium of STDP. The correlation function was
normalized so that the value for pairings that are due solely
to chance is 1 as follows:

C Δtð Þ ¼ < Spre t �Δtð ÞSpostðtÞ>t

< SpreðtÞ>t < SpostðtÞ>t
: ð9Þ

Here, SpreðtÞ ¼
P
f
dðt � tfpreÞ and SpostðtÞ ¼

P
f
dðt � tfpostÞ

denote the presynaptic (excitatory) and postsynaptic spike
trains, respectively, and angular brackets with subscript t
denote averaging over time. As expected, the activation of a
given input, as well as the inputs correlated with it, can
increase the probability of the occurrence of action
potentials within a short period of time (Fig. 3). However,
increasing ρ and gGABA has distinct effects on the influence
of the input spike on the firing probability: larger ρ
primarily prolongs the duration of this influence almost
without changing its peak (Fig. 3a), while larger gGABA
considerably increases the peak amplitude (Fig. 3b). Similar
changes in the peak and duration of the correlation function
were found in the absence of input correlation (data not
shown), i.e., under homogeneous inputs (as in Kubota et al.
2009), implying that these changes are not attributable to
the occurrence of the between-group competition. Although
the detailed mechanism that modifies the input-output
correlation function is beyond the scope of this study, the
effect of larger gGABA to increase its peak value seems
considerably attributable to the increased synaptic efficacies
(Fig. 1c). While larger ρ weakens synapses (Fig. 1c), this
effect may be overcome by decreasing the postsynaptic
activity (Fig. 1d): since, at lower firing rates, a neuron
spends more time near the threshold, its responsiveness to
synaptic inputs would be enhanced (Rubin et al. 2001). In

addition, these changes in the correlation function (Fig. 3)
could be in line with the finding that larger ρ and gGABA
cause the increase in the firing variability (Fig. 1e), which
may permit a neuron to respond to weak fluctuations in
input activity (Shadlen and Newsome, 1994; Destexhe et al.
2001; Wolfart et al. 2005). For STDP to reflect the
correlation structure among inputs, it would be important
that the presynaptic spike has a strong influence on the
statistics of postsynaptic firing and, moreover, that this
influence has a prolonged duration as compared to the
correlation time (tc=10 ms) (Kempter et al. 1999, 2001;
Song and Abbott 2001; Gerstner and Kistler 2002; also see
Discussion). Therefore, the concurrence of larger ρ and
gGABA would be required to produce both strong and
prolonged influence of input spikes on the output firing
statistics.

Additionally, to examine whether the temporal fluctua-
tion in the learning curve itself is also involved in the
mechanism for regulating the competition, we investigated
the cases where A+ was fixed to a time-invariant value,
without ADFB modulation (i.e., ρ=0 in Eq. (7)), within a
range of Aþ=A� � 1 (Fig. 4). When the GABA inhibition
was relatively weak (gGABA=3.75 µS/cm2), the two groups
of synapses converged to the same average strength
independent of the Aþ=A� ratio (Fig. 4a, closed circles).
However, for the increased inhibition level (gGABA=
6.25 µS/cm2), the synaptic weights segregated into the
two input groups for smaller values of Aþ=A� (Fig. 4b,
closed circles). These results suggest that in the absence of
ADFB function, a combination of a relatively small LTP/
LTD ratio and large GABA inhibition can induce the
competition between the different groups. Furthermore, to
compare the results in the presence and absence of the
ADFB mechanism, we plotted in Fig. 4 (open circles) the
relationship between the average weights of the two groups
vs. the temporal average of the Aþ=A� ratio, obtained by
the previous simulations that incorporate ADFB (Fig. 1).
Figure 4a and b indicate that the results of using ADFB
(open circles) show good agreement with those of not using
ADFB (closed circles) (also compare Fig. 4 with Fig. 1h
and i). The results here imply that it may not be so critical
in our model to dynamically alter the shape of the learning
curve with time. Instead, the control of the competition
property involves the ability of ADFB mechanism to
precisely regulate the balance between LTP and LTD in
STDP through the modulation of the strength of feedback
effect (Kubota et al. 2009).

3.2 Experience-dependent synaptic modification induced
by competition

To investigate the functional consequences of the synaptic
competition, we examined the learning dynamics when the
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Fig. 3 Correlation function C(∆t) (Eq. (9)) between the pre- and
postsynaptic spike trains at the equilibrium state of STDP. (a) and (b)
show the effects of changing ρ and gGABA, respectively (ρ=0.4
(green), 0.6 (blue), 0.8 (red), or 1 (black), and gGABA=6.25 µS/cm2 in
(a) gGABA=2.5 (green), 3.75 (blue), 5 (red), or 6.25 µS/cm2 (black),
and ρ=0.8 in (b)). In the case of smaller gGABA (gGABA=2.5 µS/cm2) in
(b), the synaptic weights accumulate near their lower boundary (w=0)
(Fig. 1c). In this case, the activation of NMDAR conductances (Eq.
(4)) would be mainly involved in the regulation of firing pattern. Note
that because there is temporal correlation among inputs within the
same group (with correlation time tc=10 ms), the function C(∆t) takes
values greater than 1 even in cases where Δt ¼ tpost � tpre is negative
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input activity for either one group was transiently decreased
as in the case of monocular deprivation (Rittenhouse et al.
1999). Figure 5 shows the time course of the average
weights (left column) and the final weight distribution
(right column) of the two groups, in cases where suffi-
ciently large values of ρ and gGABA generate a competitive
situation. After the mean input frequency for the synapses
of both groups was maintained at 3 Hz, the frequency for
the group winning (Fig. 5a and c) or losing (Fig. 5b and d)
the competition was decreased to 3 1� crð Þ Hz for
200,000 s (denoted by gray bar), and then again restored
to 3 Hz. The parameter cr is used to represent the level of
input modification, and the examples using two different
values of cr are illustrated (cr=0.5 for Fig. 5a and b and 0.2
for Fig. 5c and d). The presynaptic firing rate is altered
stepwise, so that the decrease (increase) in the total afferent
activity rapidly increases (decreases) the Aþ=A� ratio
through the ADFB modulation. Therefore, the weights of
the two groups tend to be strengthened and weakened
abruptly at the onset and end of the period of input
modification, respectively. Importantly, only when the input
activity of the winning group is suppressed (Fig. 5a and c),
the dominant group is switched into the one that has been
losing before the input frequency is altered. The time
required for the switching was found to depend on the
strength of input suppression such that the switching
occurred much faster by larger cr (compare Fig. 5a vs. c);
however, once the dominant group was replaced, the final
weight distribution did not depend on the level of input
suppression. Consequently, the final synaptic pattern can

reflect the information regarding which between the two
input groups has received the activity modification, i.e., the
group that has not been suppressed dominates over the one
that has been suppressed, regardless of which group
receives the suppression (Fig. 5, right column). This is
reminiscent of the observations in ocular dominance
plasticity, wherein the response of the visual cells is
dominated by the non-deprived eye following the monoc-
ular deprivation (Wiesel 1982; Gordon and Stryker 1996).

Furthermore, it is important that such input experience-
dependent synaptic modification does not occur when the
competitive interaction is absent because of lower ρ and/or
gGABA, as shown in the example of Fig. 6. In this case, the
two groups converge to an identical weight distribution
independent of the past history of inputs (Fig. 6, right
column); therefore, the final synaptic pattern cannot retain
the information regarding which group was suppressed. The
findings here indicate that the competitive interaction
between the input groups elicited by larger ρ and gGABA
can contribute to embedding the information about the past
sensory experience in the synaptic efficacies.

4 Discussion

4.1 NMDAR and GABA functions in developmental
plasticity

In this study, we have examined the synaptic dynamics
arising from STDP incorporated with ADFB mechanism,
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Fig. 4 The comparison of the equilibrium state of STDP in the
presence and absence of ADFB mechanism. The solid and dashed
lines (with closed circles) show the average weights of the two input
groups, obtained by STDP without ADFB modulation (i.e., ρ=0 in
Eq. (7)), as function of the Aþ=A� ratio. The open circles represent the
relationship between the average weights of both the groups and the
temporal mean of Aþ=A�, which is calculated by the STDP model
with ADFB by using various values of ρ (as in Fig. 1). (a) and (b)

show the results for two different values of the GABA conductance
(gGABA=3.75 µS/cm2 in (a) and 6.25 µS/cm2 in (b)). In both (a) and
(b), good agreement is found between the cases of using and not using
the ADFB function. When GABA activity is relatively weak (a), the
average weights of the two groups are almost identical for all the
cases. However, for stronger GABA activity (b), the competition takes
place for smaller values of Aþ=A� and the synaptic efficacies
segregate into the two input groups
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wherein the magnitude of LTP is dynamically modified
through the activity-dependent desensitization of NMDARs.
The firing activity of neuron has been driven by two groups
of correlated inputs, similar to a visual cortical cell that
receives input stimuli from both the eyes. It has been shown
that the learning dynamics can be competitive such that one
group dominates over the other at the equilibrium state, as in
the previous studies (Song and Abbott 2001; Gütig et al.
2003; Yeung et al. 2004; Meffin et al. 2006). A novel feature
of our model is that the occurrence of such competition has
been shown to depend on the coexistence of two factors: the
strengthening of ADFB modulation (larger ρ) and the
enhancement of background GABA inhibition (larger gGABA)
(Fig. 1f and g). The strength of ADFB can be regulated by
the developmental alteration in the NMDAR subunit
expression, which increases the proportion of NR2A-
containing NMDARs exhibiting Ca2+-dependent desensiti-
zation (Monyer et al. 1994; Flint et al. 1997; Quinlan et al.
1999a, b; Mierau et al. 2004; Krupp et al. 1996). Therefore,
the sensitivity of synaptic plasticity to the input correlation
structure may be increased developmentally through the

change in the NR2 subunits as well as the growth of GABA
system.

Another important finding of our study is that in the
presence, but not absence, of the between-group competition,
the synaptic pattern has been shown to reflect the history of
inputs such that the group winning the competition depends
on the earlier input activities (Fig. 5 and 6). This result
suggests the functional significance of competition: it can
produce a “memory” of the past sensory stimuli (Angeli et
al. 2004; Shpiro et al. 2007) and thereby provide the basis of
sensory experience-dependent plasticity. In fact, the involve-
ment of activity-dependent competition has been suggested
by many experimental studies examining ocular dominance
plasticity (Rauschecker and Singer 1979; Wiesel 1982; Shatz
1990; Gordon and Stryker 1996). Therefore, our findings
may have intriguing implications for the possible mecha-
nisms for regulating cortical plasticity: the onset of plasticity
can be triggered by the cooperative action of the two
developmental mechanisms that induce competition, i.e., the
maturation of NMDAR subunit expression and GABA
inhibition. This hypothesis may explain why many studies
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Fig. 5 Examples of experience-dependent synaptic modification
induced by the between-group competition in the presence of both
strong ADFB function and enhanced GABA inhibition (ρ=1 and
gGABA=6.25 µS/cm2). Left column: the time course of the average
weights of the two synaptic groups are shown by black and red lines.
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a (black), b (red), c (black), and d (red)) is decreased to 3(1-cr) Hz
during the period of 400,000<t<600,000 (in s) (gray bar) and then
returned to 3 Hz. The parameter cr is used to determine the level of
input modification and is set to 0.5 for (a) and (b) and 0.2 for (c) and
(d). Right column: the final weight distributions for the two groups
(with the line colors corresponding to those in the left column)
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have reported the concurrence of the timing of critical period
with the switching in the NMDAR subunit composition
(Roberts and Ramoa 1999; Erisir and Harris 2003), as well
as the regulation of this timing by GABA activity (Hensch et
al. 1998; Fagiolini and Hensch 2000). Additionally, our
hypothesis may give an experimentally verifiable prediction:
manipulating either NMDAR subunit or GABA function in
the direction that facilitates or suppresses competition can be
counterbalanced by manipulating the other in the reverse
direction. For example, increasing (decreasing) the NR2A/B
ratio will facilitate (suppress) plasticity (Roberts and Ramoa
1999), while this effect may be canceled by decreasing
(increasing) GABA activity (Hensch et al. 1998). This
prediction appears to be basically similar to the observation
that ocular dominance plasticity is weakened in NR2A
knockout mice, while it is restored by enhancing inhibition
(Fagiolini et al. 2003). Furthermore, our model is not the
same but essentially similar to the local inhibitory circuit
model of visual plasticity (Hensch 2005; Fagiolini et al.
2003), wherein the onset of plasticity requires the mecha-
nism that enables STDP to embed information regarding
correlated inputs in synaptic weights.

A limitation of our model is that it does not address the
mechanism by which the cortical plasticity is terminated at
the end of the critical period. The closing of the plastic
period could be regulated by irreversible changes of
intracortical circuitry, which may involve long-lasting
facilitatory effects of GABA activity on itself (Iwai et al.
2003), although the detailed mechanism remains to be
further explored. Additionally, our model does not explain
the experiment by Ramoa et al. (1988) that suggests that the
blockade of GABA activity disrupts the receptive field
properties of visual cortical neurons and thereby suppresses
the ocular dominance plasticity. In future work, it would be
important to examine the effects of intracortical horizontal
inhibition that refines the receptive field and thus can
decrease the probability of the occurrence of correlation
between the inputs from the two eyes (Ramoa et al. 1988).

4.2 Synaptic competition induced by STDP with ADFB
mechanism

STDP has been proposed to be a physiological mechanism
that can automatically elicit synaptic competition to
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Fig. 6 Experience-dependent synaptic modification does not occur in
the absence of competitive interaction. After the mean input frequency
of all the synapses are maintained at 3 Hz, that of either one group
(denoted by “*”; (a) (black), (b) (red), (c) (black), and (d) (red)) is
transiently decreased to 3(1-cr) Hz similar to Fig. 5, except that the
strength of ADFB function and GABA inhibition is set at lower levels

(ρ=0.5 and gGABA=2.5 µS/cm2). Left column: the time course of the
average weights of the two input groups. The gray horizontal bar
denotes the period at which the input frequency is modified (400,000
<t<600,000) (in s). cr=0.5 (a and b) or 0.2 (c and d). Right column:
the weight distributions of the two groups at the final state (black solid
and red dashed lines) are identical
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stabilize neural activity, while maintaining the basic feature
of Hebbian learning wherein temporally correlated inputs
are preferentially strengthened (Song et al. 2000). However,
the same and other theoretical studies also suggest that
STDP does not always strengthen the correlated inputs
(Song et al. 2000; Gütig et al. 2003; Song and Abbott
2001). For example, when the correlation time is longer as
compared to the duration of EPSP or the width of the STDP
window, the input correlation does not affect the learning
dynamics (Song et al. 2000; Song and Abbott 2001). In
such cases, once a group of inputs is strengthened and
contributes to frequently evoking the postsynaptic spikes,
the subsequent occurrence of the post-pre timing spike pairs
causes depression (Song et al. 2000); therefore, it is
difficult for the input group to maintain the control for the
postsynaptic spike timings and continue to be potentiated.
This also indicates that the prolongation of the impact of
presynaptic spikes by increasing ρ value (Fig. 3a) would be
quite effective to shorten the relative duration of the
correlation time and therefore enhance the actual influence
of the input correlation to induce competition.

Although, in our model, the correlation-based competi-
tion segregates two groups of synapses such that one group
is potentiated while the other is depressed, the weight
distribution does not necessarily reflect the correlation
structure faithfully: in some cases, synapses within a
winning or losing input group were divided into two
subpopulations accumulating near the upper and lower
boundaries (Fig. 2). Such unfaithful splitting would be a
property inherent in the additive updating rule employed in
our model (Gütig et al. 2003). It would be of interest to
extend our study and investigate how the ability to
represent the correlation structure can be enhanced when
other higher-order rules of plasticity, such as the nonlinear
weight dependence (Gütig et al. 2003; Meffin et al. 2006),
are introduced in combination with the ADFB mechanism.

Another important extension of our model would be to
take into account the dependence of the level of activity-
dependent desensitization of NMDARs on the different
synapses converging to the same neuron. Since the Ca2+

entry through synaptically activated NMDARs is sufficient
to produce desensitization of the NMDARs themselves
(Legendre et al. 1993; Rosenmund et al. 1995), the level of
desensitization will vary depending on a recent history of
presynaptic activity and thus the desensitization will be
stronger for more frequently-activated inputs. Moreover,
several evidence suggests that the expression pattern of
distinct NR2 subunits may also be regulated depending on
different input pathways to the same cortical neuron (Ito et
al. 1997; Kumar and Huguenard 2003; Bellone and Nicoll
2007; see Köhr (2006) for a review). The observations that
synaptic activity is involved in the replacement of NR2B
with NR2A subunits (Barria and Malinow 2002) and that

NR2A- but not NR2B-containing NMDARs exhibit Ca2+-
dependent inactivation (Krupp et al. 1996) imply that such
input activity-dependent subunit expression could further
strengthen the NMDAR desensitization for frequently-
activated inputs. Therefore, based on the present results, it
may be expected that among the synapses converging to the
same postsynaptic neuron, the ones that have been recently
and frequently activated will show LTP/LTD balance
shifted toward LTD due to stronger desensitization of
NMDARs (Fig. 1a and b). This effect will tend to weaken
such synapses and thereby could be involved in preventing
the excessive activity-dependent competition, wherein only
a very small number of frequently-used inputs exclusively
acquire the control of postsynaptic activity.
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